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Current deployed state-of-art: We explore thls dlreCtlon

Clos, Torus, Dragonfly, etc. A

| 1
Electrical Packet Fabric 1

Structured / Hierarchical Loosely Structured / Flat, Regular Graph

Good performance |k e > Excellent performance
Visualizable & manageable  |uiisiiieiik siatiieiaiieiely > Hard to visualize }Solve with

software

Standard routing protocols |ttt piiiiiaie 4 Off-standard routing protocols
Constrained scaling |t ety > Excellent scaling
Failure sensitivity =~ = |t et > Failure tolerance

ASIC port limit issue |l piiibbaits d Reduced ASIC port limit issue
AR A,

Optical Circuit Switch
Fixed topology
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Objective of this work

* Leverage baseline static network performance
* Only low-radix electrical switches
* Add optical switch to improve performance
* Only slow optical switching
» Standard protocols at edge (application and server layer)
* Avoid centralized control plane and scheduling
 Static routing tables - no update delays
« Standard optical transceivers (no A tuning, no burst mode RX, etc.)

STRAT - Structured ReArranged Topology based on flat, regular graph

Optical switching resolves bandwidth hot-spots
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Alternative to Clos is possible: STRAT flat mesh topology

(Circular representation) . Eliminate Leaf / Spine switch layers!
- TOR s the only switch that needs to be deployed and managed

<+ _Fully passive static optical interconnect among TORs >
T
Clos: Leaf/Spine STRAT Mesh
NBVAVATE NNV Vs, o Number of Source-Destination Pairs

14336

Servers

m STRAT

m Leaf/Spine
8000 6848

6000
4000
2000 1536 1536
128 384 0 0 0

Ohops 1hop 2hops 3hops 4 hops

7744

AN IS Switches ALl
128 servers 128 servers TP
80 switches (8-port) 20% fewer 64 switches (8-port) More details in paper W1J.5
256 links 25% fewer 192 links

4 hops max (3.7 ave) [ [ =17, 3 hops max (2.4 ave)
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STRAT flat mesh is promising ... but is it Scalable?

TORs with ~10 to 16 ‘ports’ STRAT Computation:
are sufficient! ’ A \ N -—servers/TOR
» 2.5N — Net ports/TOR
100000 . 35N = 8 — total TOR ports
« N =28/3.5~2servers/TOR
10000  #0of TORs = 128 servers/2 = 64
)
S
= 1000 23
BNADE St
Z 100 CosP AR |
x ) .——:.i-"'{j\ame‘ ! » Easy scale with low hop count (<5)
S moorTi Lot Low radix TORs are sufficient
© 10 PR, 1 S S T « Still need high per-port bandwidth
< A SRS TR B Diameter « Aggregate ports into large bandwidth pipes
o T » Good for high bit rate optical transceivers
é 1 » Good for reducing switch ASIC 1/O fanout
ER LTI BRI JRCICS

Number of ASIC Switch Network Ports
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STRAT based on optical interconnect

ALL-OPTICAL interconnect may be static or augmented with optical switching
Spatially separated for failure decorrelation
Each TOR has 16 near-neighbors (i.e. 16 network ‘ports’)

s N mmmmmmm e N ST N Typical DC Layout
: : :
I | I

|

Optical Interconnect |

R1 |
|

R2

R8
Loopbacks waiting
For upgrade Rows

Conduit

servers

IH—
IH—
IH—

ROW 1 ROW 2 ROW 128
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Small network with Mesh U/ECMP example (i.e. Unequal Multi-Path)

Alternate ECMP to 6
3 hops

Congestion decisions
are purely local

Primary ECMP to 6
2 hops

* Lets look at above network, considering Switch 1 only
 The following ‘ECMP’ table is created at Switch 1 with corresponding port assignments

Destination Switch Primary ECMP port Alternate ECMP port
assignments assignments

2 1
3 2,3
4 4,5
5 4,5
6 1,2,3 4,5

)
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Mega DC: Clos vs. STRAT (no optical switch)

65536 Server (~20 MW) data center shown

64 port ASIC assumed Clos Baseline STRAT (static)
Clos 3 Level 8 Patch Panels
65536 servers >20% less HW 65536 servers
5120 Switches 4096 Switches
131K links (bidir) 98.3K links (bidir)
Baseline 70% higher Baseline
Load: 1 throughput Load: ~1.7
25% 25%
link Rapid degradation of ~50%, Graceful degradation of ~20%, link
failure far above link failure sub-linear to link failure failure
25% Random Fail 280% higher 25% Random Fail
Load: ~0.5 throughput Load: ~1.4
25% Upper Fall
Load: ~0.6

. 16 network ports
25% Cluster Fail 3x port granularity (or higher)
Load: ~0.2 Denser faceplate, cheaper XCVR
Uses 1x port granularity
Need high E-W fan-out
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Example small STRAT network — with Optical Switch

(X8 illustrative topology)

8 Skewed loading within ECMP groups 8

~*, ~
<, ct -~
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i Ly 1 = = = = partially loaded 7——=~ L
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5-port _:
Equal S P [/  ECMP

ECMP _ 3
Grouping 3
ECMP Grouping ping

5  groups V4

All-to-All Traffic ~30% increase in Throughput All-to-All Traffic

Before Reassignment Topology stays fixed!!! After Reassignment
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lllustrated operation of optical switch
f Optical Switch (XPOINT)

ECMP Group
i.e. same end-points
Has Entry in Forwarding Table

AL L SNao- L L But filled gradually
"""" o 7 T T I
Programmable Programmable Programmabvle\
Packet switch Packet switch Packet switch \
} < > < > < Eort with queue
i.e. 25Gbps
Servers Servers Servers
. J \_ J 1\ /
1st port filled

Different port filled
1st port Queue starts getting busy - fill 2" channel
1st and 2nd queues busy > fill 37 channel
Packet Switch detects ECMP group near exhaust
« Packet switch requests more bandwidth from Optical switch
. « Optical switch reallocates free ports to busy ECMP group
cwen « Push new ECMP port association to affected Packet switches (forwarding table stays the same) .
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STRAT based on optical switch

Control Plane switch Coordination -- Slow

servers

ROW 1 ROW 2 ROW 128

®
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Operation and requirement

Operation:

« TOR: detect local congestion + local idle ports = send BW request and idle port list to control plane
« Control plane: reserve end-point idle ports (bi-dir), flip optical switch, update ECMP groups

* Newly “idle” ports do not need explicit broadcast to control plane

Requirements and Limitations:

« TOR port ECMP members must be separable at centralized switch
« Parallel fibers (PSM transceiver) - may be hard to cable, but avoids wavelength blocking issues
« WDM - demux/remux at optical switch = some wavelength blocking constraints exist
« Benefits from more parallelized Transceivers, i.e. 8 x 50Gb

« TOR port ECMP members use weighted fill order - available from commercial ASICs

« As flowlets stop/start > ECMP loading shifts away from high-weight ports (to low-weight)

NOTE: Electrical Xpoint switch is also possible
« Solves optical granularity and wavelength conversion issues
* Doubles transceiver count
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Summary

 STRAT offers excellent baseline static network performance
* Only low-radix electrical switches (10 to 16 network ports)
* Optical switch improves performance

* Only slow optical switching
 Burst traffic absorbed at electronic edge queues

« Standard protocols at edge (application and server layer)
* No need to: coordinate schedules, separate mice/elephant, etc.

» Distributed, localized control plane
 Static routing tables = no update delays
« Standard optical transceivers (no A tuning, no burst mode RX, etc.)
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